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Abstract
We present a framework that streamlines the preparation

of human evaluation process for text or audio automatically
generated from video. In such evaluation tasks evaluators
often assess the generated text or audio while watching a
video. Consequently, preparing for these evaluations can
be highly resource-intensive because the process typically
involves several steps cutting a video and audio segments,
synthesizing speech with text-to-speech tools, merging au-
dio and video, and developing a user interface for crowd-
sourcing annotation collection. Our framework automates
these steps, reducing the researchers’ workload.

1 Introduction
Video-to-text systems, such as dense video caption-

ing [1] and commentary generation [2, 3, 4], have made
remarkable progress. Recently, there has been growing
interest in combining these systems with text-to-speech
(TTS) technologies to also produce audio outputs, enabling
a more immersive evaluation of video content [5, 6]. Eval-
uating these models is a key area of research. While auto-
matic evaluation metrics, which are mainly based on word
overlap or embedding similarities, are commonly used, it
is common practice to combine human evaluation with
automatic evaluation for assessing these models.

Preparing an evaluation process is resource-intensive for
researchers. It typically involves several labor-intensive
steps, including: 1) video preparation, 2) defining cuts for
video segments, 3) generating text using language models,
4) creating subtitles, 5) synthesizing speech with text-to-
speech technology, 6) merging audio and video, and 7)
developing a user interface for crowdsourcing annotation
collection. Currently, these tasks are often carried out inde-
pendently by each research institution, leading to redundant

efforts and inefficiencies. The lack of a standardized frame-
work not only increases costs but also hinders progress in
evaluating video-to-text systems effectively.

Evaluating video-to-text and video-to-audio tasks using
existing annotation tools is challenging. While tools like
brat [7] and commercial platforms such as VoTT1）and La-
belBox2）may be suitable for annotation tasks involving
single-modal data, such as text or video alone, they are
often not well-suited for multimodal tasks. These tools are
primarily designed for annotations involving one modal-
ity― either text or visual content― and typically require
significant preprocessing to handle multimodal inputs. For
example, they may need additional steps like adding audio
or subtitles to videos before annotation, which increases the
overall workload and makes them less efficient for evalu-
ating video-to-text and video-to-audio systems.

In contrast, this paper presents an open source frame-
work that streamlines the human evaluation workflow. Our
framework automates key steps in the preparation, such as
muxing, cutting, and UI development, which are essential
for creating evaluation tasks presented to evaluators.

2 Related Work
Various video-to-text and video-to-audio tasks and

datasets have been proposed including dense video caption-
ing [1], commentary generation [2, 3, 4, 5], speech corpus
of commentary [8]. For video-to-text generation tasks, ex-
isting studies employ three main strategies for evaluation:
1) using only text outputs, 2) using both video and text
outputs, and 3) using both video and audio outputs.

For the first strategy, common in dense video captioning
tasks, generated texts are often aligned with gold standard
texts using IoU [1] or by solving an optimization prob-
lem [9]. Metrics such as BLEU [10], METEOR [11],

1） https://github.com/microsoft/VoTT

2） https://labelbox.com

https://github.com/microsoft/VoTT
https://labelbox.com


and CIDEr [12] are then used for scoring. Preparation of
evaluation process in this strategy is easier, however, these
metrics have limitations in capturing nuanced aspects of
language generation, so many studies supplement them
with human evaluations.

Recent studies have adopted the second or third strate-
gies, where evaluators assess outputs by viewing the video
alongside subtitles/audio. While these approaches offer
more comprehensive evaluations, they also require more
effort and resources to prepare the evaluation process.

Sometimes, existing annotation tools are used for human
annotation process, but most of them are aimed at either
textual [7] or visual annotation, not multimodal.

3 Framework

3.1 Overview

Conventional Evaluation Flow: As shown in Figure 1,
the conventional evaluation process involves several steps.
First, a video is prepared, assuming it to be a full-length
video for evaluation. Then, is generated using a model
tailored for a specific task, such as dense video captioning
or commentary generation. Since evaluating a long full-
length video is often impractical for human evaluators,
the video is divided into shorter segments. To do this, the
length of each segment is defined, and the full-length video
is manually cut using video editing software or by writing
scripts using libraries such as MoviePy3）or FFmpeg4）. If
subtitles should be shown, the subtitles will also need to be
split accordingly. If audio commentary is to be included
for the evaluators, it might be synthesized by text-to-speech
systems and merged with the video. Finally, a user interface
needs to be created for the annotation platform for local
evaluators or crowdworkers in e.g., Amazon Mechanical
Turk5）or Lancers6）.

Evaluation Flow in Our System: Our framework is a
Django-based web application that simplifies these steps.
We ask the user, i.e., the person requesting the evaluation
tasks (not the evaluators), to upload several types of files:

1. A video file, which may include an audio track e.g.,
sound effects and background music for a game.

2. Automatically generated commentary or captions in

3） https://github.com/Zulko/moviepy

4） https://ffmpeg.org

5） https://www.mturk.com

6） https://www.lancers.jp

the format of subtitles and/or audio, which are syn-
chronized with the video. We can upload both subti-
tles and audio.

3. A JSON file defining the start and end timestamps for
each segment of the video to be evaluated.

Our framework then automates cutting the full-length
video, merging each segment with audio or subtitles, and
creating a web-based interface, as shown in Figure 2 for
crowdsourcing services. This automation significantly re-
duces the workload for researchers.

The proposed system serves two types of users: 1) eval-
uators and 2) administrators. Evaluators perform evalu-
ation tasks by annotating video segments with scores or
comments based on the audio and/or subtitles. Admin-
istrators, on the other hand, design the evaluation tasks,
assign evaluators, and oversee task management. We de-
scribe our framework from these two perspectives in the
following subsections. We also present other functionali-
ties including a flexible user management and connecting
other services e.g., crowdsourcing services and AWS S3
storage.

3.2 The Admin Page:

On this page, admin users can create and manage eval-
uation tasks. Creating evaluation tasks involves two main
steps: 1) uploading the full-length videos and a JSON file
that defines the segments to be evaluated, and 2) specifying
the evaluation criteria.
Uploading contents to be evaluated: As shown in Figure
3, an administrator uploads a full-length video and a JSON
file specifying the start and end timestamps (in seconds) of
each cut segment. An example of the JSON format is as
[[0, 7.4], [10, 16], [16]]. This JSON represents a
cut definition where the first segment starts at a timestamp
of 0s and ends at 10s, followed by two additional segments.
If no end is specified, the rest of the video is used.

Admins can optionally upload a subtitle file and/or an
audio file, which are assumed to contain synchronized cap-
tions or audio commentary for the video. The subtitle file
should be in one of WebVTT, SRT, SBV and CSV/TSV
formats, and the audio file should be MP3, AAC, or WAV.
Defining Evaluation Criteria: The next step for the ad-
min user is to define the evaluation questions that will be
presented to the evaluators. For example, when evaluat-
ing a video and its associated audio commentary for delay,

https://github.com/Zulko/moviepy
https://ffmpeg.org
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Figure 1: Conventional evaluation flow and the parts that our frame work can automate.

Figure 2: The evaluation page automatically generated by our system7）.

Figure 3: The page for uploading video, the cut definition,
subtitles, and audio commentary.

the system might present a question such as, “Determine
if the audio is delayed or acceptable,” along with multiple
choice options like “audio is slightly delayed” or “audio is
slightly ahead of the video.”. To define these criteria, the
administrator prepares a JSON file containing the question
definitions:

1 [

2 {
3 "id": "delay",

4 "instruction": "<p>Please watch

the video while listening to

7） The sample is CC-BY video ”The Cutest Octopus” by vlogbrothers
at https://www.youtube.com/watch?v=xHYTSJWzpns

the audio. Determine if the

audio is delayed or acceptable

.</p>",

5 "type": "radio",

6 "options": [

7 { "value": 0, "text": "without

any problems in terms of

delay" },
8 { "value": 1, "text": "audio is

slightly delayed" },
9 { "value": -1, "text": "audio

is obviously delayed" },
10 { "value": 2, "text": "audio is

slightly ahead of video" },
11 { "value": -2, "text": "audio

is obviously ahead of video

." }
12 ]

13 },
14 {
15 "id": "problem",

16 "instruction": "<p>If you

encountered a problem, please

describe it here.</p>",

17 "type": "text"

18 }
19 ]

After uploading the dataset files and defining the evalu-
ation criteria as described in this section, our system auto-
matically cuts the full-length video into smaller segments
and combines them with audio and/or subtitles. Finally, the
system creates web-based annotation user interface with
the video, questions, and choices.

https://www.youtube.com/watch?v=xHYTSJWzpns


3.3 The Evaluator Page

Figure 2 shows the page displayed to evaluators. The
target video segment defined by the administrator is shown
on the left, while the questions and choices are displayed on
the right. The video is shown with the commentary audio,
and subtitles are overlaid if available. Once the evaluator
submits their answers, the evaluation is saved. The page
for the next video segment is displayed next.

3.4 Filtering and Downloading Results

When the evaluation work is done, the administrators
inspect the submitted evaluations, and either approve or
reject them, to filter out the cases where e.g. the worker
misunderstood the task or the form was submitted empty.
For convenience, an administrator can approve all non-
rejected assignments at once. The results of evaluation can
be downloaded as a JSON file:

1 {
2 "project": "Evaluation in terms of

delay",

3 "tasks": [

4 {
5 "name": "Demo Video",

6 "start": 0.0,

7 "end": 5.0,

8 "evaluations": [

9 {"delay": -1, "problem": "N/A

"}
10 {"delay": 2, "problem": "No

audio"}
11 ]

12 }
13 ]

14 }

3.5 Support for Large-scale Evaluations

We provide two functions to support large scale evalu-
ations; and flexible user management. In real-world sce-
narios, crowdsourcing services like Amazon Mechanical
Turk are often utilized. Additionally, large-scale cloud
storage solutions, such as AWS S3, are frequently required
to stream videos to these crowdsourcing platforms. Man-
aging such extensive evaluation tasks typically requires
two or more administrators to oversee the project. To ad-
dress these needs, our system includes the functionalities
described in this subsection.
Connecting to Crowdsourcing: Crowdsourcing services

like Amazon Mechanical Turk (MTurk) and Lancers allow
researchers to recruit and compensate workers beyond their
immediate environment. MTurk, as one of the most widely
known platforms, enables administrators to create tasks,
approve or reject assignments, and retrieve results. Our
system directly supports MTurk, simplifying the process
through integration with the AWS API. By entering their
AWS credentials and configuring MTurk settings in the
project properties, administrators can seamlessly manage
crowdsourcing tasks.
Cloud Storage Support: Effective use of crowdsourcing
services often requires providing workers with access to
media files, such as videos and subtitles. This requires
hosting the files on publicly accessible URLs, which can
be challenging if the application is not deployed on a pub-
lic server. Additionally, video files can be large, making
storage a significant concern. To address these challenges,
our system integrates with Amazon S3 (Simple Storage
Service). If AWS credentials and an S3 bucket location are
specified, the system automatically uploads segment files
(e.g., muxed video and optional subtitle files) to S3. This
ensures that files are accessible to workers and alleviates
storage limitations on local servers.
Scriptable data upload: Uploading videos one-by-one
through a web interface could be not suitable when the
dataset is large. To this end, we provide an endpoint where
videos can be uploaded via the ‘curl‘ command. This
should make it simple to upload videos in bulk.
Flexible User management: A large evaluation projects
often require collaborations by several administrators.
Therefore, this administrator can create further admin users
who can upload videos and create evaluation projects.

4 Conclusion
In this paper, we introduced an open-source frame-

work aimed at simplifying and standardizing the prepa-
ration process for human evaluations in video-to-text and
video-to-audio tasks. By addressing the complexity and
resource-intensive nature of current evaluation workflows,
our framework integrates subtitle creation, TTS synthesis,
audio-video merging, and crowdsourcing interface devel-
opment into a unified process. This approach helps reduce
both the cost and effort required for preparation. In the fu-
ture, we plan to evaluate the system from the perspectives
of user experience.
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