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Abstract: This paper proposes a new language-queried target speech extraction (TSE) task called para-linguistic and non-
linguistic text prompts-based TSE (PNTP-TSE), which uses text prompts that describe para-linguistic and non-linguistic
information. This framework addresses the limitations of conventional TSE methods, such as privacy concerns in voiceprint-
based systems and dependency on dedicated microphone arrays or video cameras. To support this framework, we construct
and provide a new dataset, PromptTSE, which is specifically designed to facilitate various types of language-queried TSE,
including PNTP-TSE. We develop a baseline method for PNTP-TSE and conduct experimental evaluations. The experimental
results show that PNTP-TSE overcomes the performance degradation issue of voiceprint-based systems caused by the gap
in speaking style between enrollment speech and target speech.

Keywords: Target speech extraction, Language-queried audio source separation, Non-linguistic information, Para-linguistic
information

1. Introduction

Target speech extraction (TSE) is a technique of ex-

tracting only a specific target speaker’s speech in pos-

sibly noisy, multi-speaker environments. This technique

is crucial as a front-end for various applications, such as

automatic speech recognition, hearing aids, and spoken

dialogue systems [1–3]. TSE faces the challenges of iden-

tifying and extracting the target speech from multiple

overlapping voices.

Conventional TSE systems have advanced by leverag-

ing voiceprints [1,2], spatial clues [4], and visual clues [5]

to identify the target speaker. Voiceprint-based methods

do not require additional equipment, but they pose pri-

vacy concerns and degrade under variability in speaking

style, such as emotion and intonation [6]. Spatial-clue-

based methods require tracking for moving speakers us-

ing a microphone array, and visual-clue-based methods

use a video camera and degrade in poor lighting. These

limitations underscore the need for flexible, robust TSE

systems suitable for real-world use.

Recently, in the context of sound source separa-

tion, a language-queried audio source separation (LASS)

framework has emerged as an innovative approach to ex-

tracting audio sources using language queries. Unlike a

conventional label-based framework constrained by pre-

defined categories, LASS is gaining attention for its in-

tuitive, versatile, and flexible framework [7]. The LASS

framework offers notable advantages in TSE, address-

ing privacy concerns and requirement of dedicated mi-

crophone arrays or video cameras associated with con-

ventional TSE approaches. However, conventional LASS
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A man speaks with a normal pitch, high speed, 
and high loudness. The speaker’s emotion is anger.

PNTP-TSE

Speech mixture Extracted speech

Prompt

Fig. 1 Overview of PNTP-TSE.

methods use generic prompts such as “speech” [7, 8],

which severely limits the application range of TSE.

Thus, the capability of LASS to identify individual

speakers in mixture, a key aspect of TSE, remains

largely unexplored.

Recently, a few studies explored extensions of LASS

to language-queried TSE. Speech contains linguistic,

para-linguistic, and non-linguistic information [9], and

these studies have focused on specific aspects of this in-

formation as clues. Prior studies have primarily focused

on either linguistic or para-linguistic information, while

the use of non-linguistic information has been limited

to gender [10–13]. However, linguistic information can

be unreliable in noisy environments where transcription

becomes difficult. Para-linguistic information, while use-

ful, is often shared among different speakers and may

vary over time, limiting its effectiveness as a consistent

clue. In contrast, non-linguistic information that rep-

resents speaker identity is less likely to be shared by

different speakers and relatively time-invariant, making

it advantageous for TSE.

In this study, we propose a novel task, para-linguistic

and non-linguistic text prompts-based TSE (PNTP-

TSE), which leverages text prompts describing para-

linguistic and non-linguistic information, as shown in

Figure 1. Since these types of information are less

likely to be masked in noisy environments compared
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with linguistic content [14], PNTP-TSE is effective

for noisy environments. Moreover, PNTP-TSE lever-

ages non-linguistic information, making it effective

even when overlapping speakers share similar para-

linguistic information including speaking styles. PNTP-

TSE suits post-production, where sound engineers can

craft prompts after listening to the mixture. In addition,

we construct and release PromptTSE, a novel dataset

supporting comprehensive language-queried TSE∗. Fur-

thermore, we develop a baseline method for PNTP-

TSE. Experimental results demonstrate that our base-

line method significantly outperforms voiceprint-based

methods.

2. PNTP-TSE: Task description

The observed signal y[t] ∈ R is represented as follows:

y[t] = xs[t] +
∑

i̸=s,i∈S

xi[t] + n[t], (1)

where y[t], xs[t], xi[t], and n[t] ∈ R denote the mixture,

the target speech, an interfering speech, and the noise,

respectively. Here, t represents the discrete-time index, s

is the index of the target speaker, i indexes the speakers,

and S is the set of the speaker indices in the mixture.

Note that S is treated as unknown, including its size.

The TSE problem involves extracting the target

speech from y[t] using a given clue, cs, as follows:

x̂s[t] = TSE(y[t], cs;θ), (2)

where x̂s[t] is an estimate of the target speech, and

TSE(·;θ) represents a TSE system parameterized by θ.

The clue cs corresponds to the text prompts provided

by the user, enabling the target speech to be identified.

3. PromptTSE: Corpus description
3.1. Overview

We construct and provide the PromptTSE dataset,

which consists of tuples of mixture, target clean speech,

and prompts that describe para-linguistic and non-

linguistic information about the target speech. Specif-

ically, these prompts describe speaker identity, emo-

tional expressions, and speaking styles. Additionally,

the dataset contains enrollment speech and transcrip-

tions, which makes it useful for TSE methods based on

voiceprints and linguistic information as well.

3.2. Original speech datasets

The original speech data used to construct our dataset

were from LibriTTS [15] and EARS [16]. Speech data

shorter than 5 seconds were excluded, and speakers with

only one utterance were removed, ensuring at least two

utterances per speaker.

LibriTTS: LibriTTS [15] is a dataset derived from au-

diobooks for text-to-speech synthesis, characterized by

segmentation into utterances and the removal of too

noisy or long utterances. Each utterance is paired with

a speaker ID and transcription. To ensure the target

speech remains acoustically clean, we utilized only the

∗ https://github.com/sarulab-speech/PromptTSE

Table 1 Overall characteristics of PromptTSE for each
subset, shown both individually for each corpus and
combined across corpora. The partitioning follows that
of target clean utterances.

Train Val Test All

Total duration in hours
LibriTTS 185.34 6.62 6.80 198.75
EARS 7.23 0.14 0.47 7.83
Sum 192.57 6.76 7.27 206.58

Number of speakers
LibriTTS 1,086 37 37 1,160
EARS 99 2 6 107
Sum 1,185 39 43 1,267

Number of utterances
LibriTTS 68,876 2,560 2,365 73,801
EARS 2,275 46 138 2,459
Sum 71,151 2,606 2,503 76,260

clean subset of LibriTTS, consisting of utterances with

a signal-to-noise ratio (SNR) of at least 20 dB.

EARS: Since LibriTTS primarily consists of speech

with neutral emotional expressions whose diversity is

limited, we incorporated emotional speech data from

EARS [16]. EARS is a high-quality dataset recorded

in an anechoic chamber for speech enhancement and

dereverberation. We selected emotional utterances with

transcriptions†. These utterances are paired with tran-

scriptions, speaker IDs, and emotion labels, which cover

22 emotion categories such as anger and sadness. Each

emotion label appears with equal frequency. There is

one utterance for each combination of speaker and emo-

tion, ensuring a balanced distribution of emotions. For

the class distribution of other paralinguistic informa-

tion, please refer to Section 3.4.

3.3. Mixtures and target clean speech

Mixtures were created by selecting two utterances

from different speakers from the original datasets as the

target and interfering speech, and mixing them at a ran-

domly determined SNR within the range of [−5, 5] dB,

and we did not add any noise other than the interfering

speech. For each original speech utterance, exactly one

mixture was created, using that original utterance as

the target speech. Utterances were allowed to be paired

both within the same corpus and across different cor-

pora, enabling combinations such as a target utterance

from LibriTTS and an interfering one from EARS. Ad-

ditionally, the mixture samples were divided into train-

ing, validation, and test subsets according to the parti-

tions of the original corpus. These subsets were designed

to ensure no speaker overlap among the training, vali-

dation, and test subsets. Table 1 summarizes the overall

characteristics of the PromptTSE dataset.

3.4. Prompts

As exemplified in Table 2, we generated prompts

in the following format: “A [subject] speaks with a

[pitch-class] pitch, [speed-class] speed, and [loudness-

class] loudness. [Additional-information].”

Para-linguistic information: As the physical at-

†Their filenames start with “emo [emotion-label] sentences.”
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Table 2 Examples of prompts assigned in our corpus. The utterance ID is a newly assigned one in PromptTSE.

Utterance ID Original corpus Text description

train 023143 LibriTTS

A man speaks with a low pitch, very low speed, and very low loudness.

The speaker’s identity can be described as very masculine, very adult-like, slightly thick,

slightly muffled, cool, sincere, slightly kind.

train 006880 EARS
A woman speaks with a normal pitch, normal speed, and normal loudness.

The speaker’s emotion is fear.

Extraction network

Speech mixture Extracted speech

Prompt

Clue
Clue Encoder

Fig. 2 Baseline model for PNTP-TSE.

tributes of the speaking style, we adopted textual de-

scriptions of speaking speed, pitch, and loudness. For

each target clean speech utterance, we calculated pitch

(average F0), speaking speed (syllables per second),

and loudness (loudness units relative to full scale [17]).

The calculated values were then classified into five cate-

gories: very low, low, middle, high, and very high. These

categories corresponded to the bottom 10%, the next

20%, the middle 40%, the next 20%, and the top 10%

of the values. Note that while LibriTTS-P [18] provided

speaking style prompts for LibriTTS [15], we reassigned

these prompts because incorporating EARS [16] altered

the distribution of class assignments.

Non-linguistic Information: The “[subject]” in the

prompt was set as “woman” or “man” on the basis of the

gender tag (male or female), and “person” for utterances

without gender tags.

Additionally, LibriTTS-P contains textual descrip-

tions related to speaker identity, which we also incor-

porated as additional information. LibriTTS-P includes

prompts annotated by three expert annotators using

over 40 impression words, such as “calm” and “fluent,”

along with intensity levels (e.g., “slightly,” “very”). This

annotation framework allows for a broad and subjective

representation of speaker identity. We randomly selected

one speaker identity prompt for each utterance.

Furthermore, for speech from EARS, we generated

prompts using emotion labels as para-linguistic infor-

mation in the following format: “The speaker’s emo-

tion is [emotion label].” This served as the “[Additional-

information]” in the prompt format described earlier.

3.5. Additional clue assignments

For voiceprint-based TSE, each mixture utterance

was assigned a different clean speech utterance spoken

by the same target speaker as enrollment speech, which

had an average duration of 9.76 seconds. Additionally,

for transcription-based TSE, the transcriptions from the

original speech corpora were provided.

4. Baseline method

Based on prior LASS-based source separation meth-

ods [9, 15], our baseline system adopted the same ar-

chitecture, which consisted of a clue encoder and a sep-

aration network. As shown in Figure 2, this baseline

method consists of two main components: a clue en-

coder and an extraction network.

The clue encoder employs a pretrained contrastive

language-audio pretraining (CLAP) model [19]‡ to

extract a fixed-dimensional embedding z from the

variable-length natural language prompt cs. During

training, its parameters were fixed.

The separation network is ResUNet30 [13], which is

the ResUNet [20] backbone with 30 layers. This net-

work extracts the target speaker by conditioning on the

embedding z provided by the clue encoder.

5. Experiments

5.1. Experimental conditions

Compared methods: We conducted experiments by

varying the conditioning z of the baseline method’s sep-

aration network. Our experiments aimed to compare

performance across different clue types, rather than at-

tain state-of-the-art results. For all methods, the clue

encoder was fixed during training.

To compare our approach with existing voiceprint-

based ones, we replaced the prompt encoder with a

speaker embedding extractor using audio clues. In the

“Voiceprint” condition, an enrollment utterance from

the same speaker was input into a pretrained WavLM-

ForXVector§ to extract an x-vector [21]. In the “Oracle”

condition, the target clean speech itself was used to gen-

erate the x-vector. In both cases, the extracted x-vector

replaced the prompt embedding to condition the sepa-

ration network.

For language-queried TSE, we used the method de-

scribed in Section 4 and varied the types of prompts.

“PNTP-TSE” utilized the prompts constructed in Sec-

tion 3.4. As an ablation study, we evaluated prompts in

which descriptions of gender, pitch, speed, or loudness

were removed from “PNTP-TSE,” referring to them

as “PNTP-TSE w/o gender,” “PNTP-TSE w/o pitch,”

“PNTP-TSE w/o speed,” and “PNTP-TSE w/o loud-

ness,” respectively. Additionally, we examined prompts

that contained only a single attribute—gender, pitch,

speed, or loudness—naming them “Gender,” “Pitch,”

“Speed,” and “Loudness,” respectively. Under the

“Rephrased” condition, the same model as “PNTP-

TSE” was evaluated with rephrased prompts for the

test set to investigate the model’s sensitivity to vari-

ations in prompt expressions. These rephrased prompts

were generated using ChatGPT [22] and are included in

‡ https://huggingface.co/lukewys/laion_clap/blob/main/
music_speech_audioset_epoch_15_esc_89.98.pt
§ https://huggingface.co/microsoft/wavlm-base-plus-sv
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Table 3 Performance comparison of TSE methods with different clues on the test set of PromptTSE. The values are
presented as the mean with standard deviation. The values highlighted in bold are the largest mean for each modality.

Clue Clue modality SI-SDR (dB) PESQ ESTOI DNSMOS

Speech mixture - −0.54± 3.01 1.16± 0.12 0.571± 0.11 2.65± 0.32

Voiceprint Audio 6.75± 8.31 1.45± 0.33 0.688± 0.19 2.98± 0.27
Oracle Audio 8.94± 6.14 1.54± 0.35 0.735± 0.14 3.02± 0.26

Gender Language 3.25± 11.25 1.41± 0.36 0.616± 0.24 2.96± 0.28
Pitch Language 4.55± 10.42 1.42± 0.35 0.650± 0.22 2.96± 0.28
Speed Language −1.30± 11.23 1.27± 0.28 0.532± 0.23 2.88± 0.29
Loudness Language 4.12± 10.63 1.40± 0.32 0.636± 0.22 2.97± 0.27

PNTP-TSE w/o gender Language 8.43± 6.87 1.51± 0.35 0.719± 0.16 3.00± 0.27
PNTP-TSE w/o pitch Language 7.19± 8.00 1.47± 0.35 0.699± 0.18 2.98± 0.28
PNTP-TSE w/o speed Language 8.29± 6.42 1.49± 0.33 0.719± 0.15 2.99± 0.27
PNTP-TSE w/o loudness Language 7.19± 8.00 1.47± 0.35 0.699± 0.18 2.98± 0.28

Rephrased Language 5.62± 9.56 1.43± 0.33 0.670± 0.21 2.99± 0.27
PNTP-TSE Language 8.38± 6.97 1.52± 0.35 0.720± 0.16 3.01± 0.27

the PromptTSE dataset.

Model and training: As described in Section 4, we

adopted ResUNet30 [13] as the separation network. The

input and output were monaural audio sampled at 16

kHz, standardized their duration to 10 seconds. For all

methods, the clue embedding z was a 512-dimensional

vector. The clue encoder was fixed, whereas ResUNet30

was trained from scratch. Training was performed us-

ing the training subset of our corpus. We utilized the

AdamW optimizer [23] with an initial learning rate of

0.001, a 10,000-step warm-up, 100 epochs, and a batch

size of 16. A waveform-based L1 loss between the target

and the extracted speech was employed.

Evaluation: The trained models were evaluated on

the test subset of the corpus under the same con-

ditions as during training. We used the follow-

ing metrics: scale-invariant signal-to-distortion ratio

(SI-SDR) [24], perceptual evaluation of speech quality

(PESQ) [25], extended short-time objective intelligibil-

ity (ESTOI) [26], and deep noise suppression mean opin-

ion score (DNSMOS) [27].
5.2. Results
Comparison with voiceprint-based TSE: Table 3

shows the results. Although “PNTP-TSE” did not sur-

pass “Oracle,” it outperformed “Voiceprint” across all

metrics on average. This is likely because the perfor-

mance of voiceprint-based TSE degrades with variations

in the speaking style of each utterance [6]. To verify this

hypothesis, we examined the matching rates of pitch

and speed classes between the target and the enrollment

speech. The pitch class matched in 66.8% of cases, the

speed class matched in 36.9% of cases, and both classes

matched in only 24.9% of cases. These results indicate

that, in practice, the speaking style varies across ut-

terances. Since oracle clean speech is not available in

practical scenarios, the fact that “PNTP-TSE” outper-

formed “Voiceprint” demonstrates its practical applica-

bility in real-world situations. The relatively small SI-

SDR improvement of “PNTP-TSE” compared to previ-

ous studies [10–12] is likely due to the limited amount

of training data.

Ablation study: “Gender,” “Pitch,” “Speed,” and

“Loudness” all resulted in a significantly lower perfor-

mance than “PNTP-TSE” on average, indicating that

using only one of these attributes is insufficient for

uniquely identifying speakers. In particular, “Speed”

achieves a lower SI-SDR than “Speech mixture,” indi-

cating a failure to identify the target speech. This can

be attributed to the difficulty of modeling speed, which

is a sequential feature rather than a frame-level one. Ad-

ditionally, the results show that “Gender,” having only

two classes, was less effective for speaker identification

than “Pitch” or “Loudness.”

On the other hand, “PNTP-TSE w/o Speed” per-

formed worse than “PNTP-TSE,” suggesting that speed

is useful as auxiliary information. Furthermore, “PNTP-

TSE w/o Gender” achieved nearly the same results as

“PNTP-TSE.” This indicates that gender information

can be substituted with other factors such as speaker

identity (e.g., descriptions such as “a masculine voice”)

or pitch. “Rephrased” underperformed “PNTP-TSE,”

suggesting the need for diverse phrasings during train-

ing to improve robustness to domain shifts in textual

clue.
6. Conclusion

We proposed a novel task called PNTP-TSE, which

is LASS-based TSE utilizing para-linguistic and non-

linguistic textual descriptions as clues. We defined

this task and provided the baseline models and the

PromptTSE dataset. Through experimental validation,

we demonstrated that PNTP-TSE overcomes the limita-

tions of existing voiceprint-based TSE approaches under

our experimental conditions. PNTP-TSE is expected

to degrade in performance when the prompt contains

incorrect or misleading information, which remains a

limitation of the current study. Future work thus in-

cludes investigating the robustness of PNTP-TSE to

errors in prompt descriptions, as well as conducting ab-

lation studies on emotional clues and speaker identity

attributes.
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[2] K. Žmoĺıková, M. Delcroix, K. Kinoshita, T. Ochiai,
T. Nakatani, L. Burget, and J. Černockỳ, “Speaker-
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