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Figure 1: TimToShape estimates and visualizes 2D shapes corresponding to the timbre played by the musical-instrument
learner based on their timbre–shape correspondences (crossmodal correspondences) to facilitate an intuitive understanding of
how to adjust the performance to play the desired timbre. TimToShape uses the variational autoencoder (VAE) to encode the
timbre to the latent space, and generates a 2D shape corresponding to the position of that timbre in the latent space by linear
interpolation of shapes that the users previously answered as corresponding to few timbres.

ABSTRACT
Timbre is high-dimensional and sensuous, making it difficult for
musical-instrument learners to improve their timbre. Although
some systems exist to improve timbre, they require expert label-
ing for timbre evaluation; however, solely visualizing the results
of unsupervised learning lacks the intuitiveness of feedback be-
cause human perception is not considered. Therefore, we employ
crossmodal correspondences for intuitive visualization of the timbre.
We designed TimToShape, a system that visualizes timbre with 2D
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shapes based on the user’s input of timbre–shape correspondences.
TimToShape generates a shape morphed by linear interpolation
according to the timbre’s position in the latent space, which is ob-
tained by unsupervised learning with a variational autoencoder
(VAE). We confirmed that people perceived shapes generated by
TimToShape to correspond more to timbre than randomly gener-
ated shapes. Furthermore, a user study of six violin players revealed
that TimToShape was well-received in terms of visual clarity and
interpretability.

CCS CONCEPTS
• Applied computing → Sound and music computing; • Human-
centered computing → Visualization techniques.

KEYWORDS
crossmodal correspondences, timbre–shape correspondences, tim-
bre, musical instrumental practice, variational autoencoder
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1 INTRODUCTION
Music players can convey information and feelings to their audi-
ence by adequately changing the sound timbre. However, because
timbre is a high-dimensional and sensuous concept, it is difficult for
learners to develop the skills necessary to play the desired timbre.

Although severalmethods have been proposed for supporting the
acquisition of timbre-related skills [14, 39], they frequently require
expert labeling for timbre evaluation. There is also a method using
unsupervised learning that does not require manual labeling [18].
However, feedback solely based on the results of unsupervised
learning is not intuitive enough to understand the relationship
between timbre and visual feedback. We presume that this could
lead to learners having difficulty bringing their timbre closer to
the goal timbre because visualization that is not intuitive hinders
mastery [40]. Moreover, learners might become dependent on the
feedback and are unable to maintain performance when it is no
longer available because a practice with feedback in which auditory
and visual information is incongruent results in worse retention
scores than when it is congruent [2].

In this paper, we focused on crossmodal correspondences (in par-
ticular, timbre–shape correspondences) to provide intuitive visual
feedback on timbre to musical instrument learners. Crossmodal
correspondence is a non-arbitrary associative relationship between
different modalities [43]. In auditory–visual relationships, the rela-
tionship between timbres and visual 2D shapes has been reported
(e.g., harsh timbres with sharp angular shapes and soft timbres with
curved shapes) [1, 34]. By using this kind of correspondence, we
assume it is possible to present feedback that is easy for learners to
understand the relationship between timbres and feedback, making
it easier to adjust the playing timbre closer to the goal. In addition,
we assumed that using crossmodal correspondences makes it easier
for learners to recall the feedback from the timbre being played,
even after the system’s feedback is gone, and is less likely to cause
performance degradation.

To leverage timbre–shape correspondences, we must consider
an intelligent method to map the shape for any timbre. Because
there may be individual differences in the correspondences between
the timbres and shapes [6], the mapping must be personalized for
each user. However, asking users to indicate the shape they feel
corresponds to timbre for all timbres is impossible.

Therefore, we developed TimToShape, a system to generate and
visualize 2D shapes corresponding to the current timbre in real-time
based on the correspondences between some timbres and shapes
answered by the user in advance (Fig. 1). TimToShape first acquires
the latent space of timbre by unsupervised learning with variable
autoencoder (VAE) [20] and then selects the optimal points from the
latent space to estimate the user’s timbre–shape correspondences.
Users are asked to indicate the shapes they feel correspond to
the timbres at those points, and TimToShape estimates the shape

for any timbre in the latent space with linear interpolation of the
answered shapes.

We evaluated our system using the violin as a case study because
of the difficulty and importance of improving techniques related
to timbre quality. Bowed string instruments, which produce sound
by rubbing strings with a bow, have difficulty producing beautiful
timbre. In addition, the timbre quality of violins is crucial for the
overall evaluation of musical performance [11].

We conducted two user studies to verify the validity of Tim-
ToShape. The first study used crowdsourcing (n=75) to validate
that the proposed system can generate shapes corresponding to
any violin timbre presented. The shapes generated by our proposed
system were more likely to be felt corresponding to timbres than
the randomly generated shapes. The second study was conducted
with six violin players to investigate the effects of the shape visual
feedback generated by our system on violin practice. Violin players
well received our system in terms of visual clarity, ease of under-
standing the relationship between the timbre and feedback, and
ease of recalling the feedback even after it is no longer available,
compared with the feedback system, which simply visualizes the
position of the timbre in the latent space like a map.

In summary, the main contributions of this paper are as follows:

(1) Introduced the concept of visualizing timbres by 2D shapes
based on timbre–shape correspondences of each user to sup-
port the practice of musical instruments.

(2) Developed TimToShape, which encodes the timbre to the
latent space using the VAE and generates a shape correspond-
ing to the timbre with linear interpolation of some shapes
that the user answered as corresponding to some timbres in
the latent space.

(3) Reported the evaluation results and reflections on the shape
estimation method of TimToShape with online user studies
and on using TimToShape for practicingmusical instruments
with in-person user studies.

2 RELATEDWORK
This section reviews prior works on the computer-supported prac-
tice of musical instruments, especially the feedback methods ana-
lyzing the played sounds by learners. We also review crossmodal
correspondences, especially audiovisual correspondences, because
our idea of visualization is based on these kinds of human sensory
attributes among the different modalities. In addition, we review
the existing methods of sound visualization methods based on per-
ceptual dimensions to situate our approach.

2.1 Computer-supported Practice of Musical
Instruments

Several studies have proposed using technology to support the
individual practice of playing musical instruments. Particularly,
numerous systems exist that support the acquisition of skills re-
lated to pitch and rhythm [3, 5, 26, 31]. This is because they can
be easily evaluated quantitatively since they are associated with
some physical counterparts; pitch with fundamental frequency (the
reciprocal of the period of a harmonic sound) and rhythm with note
onset (the time when a note is played).
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In contrast, timbre is high-dimensional and sensuous concept
compared to pitch and rhythm. Although timbre can be associ-
ated physically with the spectral envelope of sound, the spectral
envelope contains so many features that it is difficult to evaluate
timbre quantitatively. Despite the difficulty in evaluating timbre,
various systems have been developed to support the acquisition of
skills related to timbre. Examples of evaluating the parameters of
performance movements rather than evaluating the timbre itself
include those that directly sense and visualize the parameters of
performance movements by motion tracking [25, 44], and those that
indirectly estimate the parameters of performance movements from
the sounds played by support vector machine (SVM) [24], hidden
Markov Model [37], and long short-term memory (LSTM) [35, 36].
However, it is difficult to measure the sensitive parameters by these
examples, such as the amount of force, with high precision, and
they also lack the versatility to be applied to any kind of musical
instrument.

Several studies have made it possible to evaluate the timbre it-
self by extracting several features from sound. For example, Picas
et al. proposed a method to evaluate timbre using scores by se-
lecting spectral features with descriptive power [39]. Giraldo et
al. proposed a method to evaluate the timbre of a violin based on
semantic axes, such as dark–light, using machine learning [14].
Knight et al. proposed a method to rate the quality of trumpet tim-
bres using SVM [21]. These studies differ from our work in that they
focus on building a model that can be evaluated similarly based on
evaluations by skilled players for each instrument. There were no
evaluations of the improvement in timbre that could be achieved
by using these models as feedback. Moreover, these examples still
have the same drawback of versatility because they require labeling
by experts or careful feature selection for each instrument.

In contrast, Kimura et al. proposed a practice support system that
analyzes and visualizes timbres, and can be easily applied to various
instruments without the need for labeling by experts [18]. They
used an unsupervised learning method using the VAE to obtain the
latent space of timbres as a 2D space and they proposed the visual
feedback system which visualizes the position of the played timbre
in the obtained latent space like a map. Although our work is based
onKimura et al.’s VAE-basedmethod for analyzing timbre, we aim to
design intuitive visual feedback for timbre to facilitate performance
adjustment and reduce dependence on feedback during the practice
of musical instruments.

2.2 Crossmodal Correspondences of Sound and
Vision

There is a natural and intuitive connection between seemingly
unrelated pieces of information, such as associating sound with
brightness [27] and shape with sound [22]. Such non-arbitrary
associative relationships between different modalities are called
“crossmodal correspondences” [43]. The Bouba-Kiki effect is a well-
known example of crossmodal correspondences. For most people,
the word “Bouba” is associated with a curved shape, and the word
“Kiki” is associated with a sharp angular shape [38].

Various examples of crossmodal correspondences between sound
and vision have been reported [8, 13, 29, 29, 33, 34]. As an example
of the correspondence between timbre and visual shapes, Parise

et al. reported that sine waves were more likely to be associated
with curved shapes, and square waves were more likely to be as-
sociated with sharp angular shapes [34]. Adeli et al. examined the
relationship between visual shape and instrumental timbres [1].
Harsh timbres, such as triangles and cymbals, were associated with
a sharp angular shape. Soft timbres, such as piano and marimba,
were associated with a curved shape. Timbres with harshness and
softness combined were associated with a mixture of two previous
shapes. Gurman et al. replicated the Adeli et al. experiment using
more timbres and shapes [16]. They found the same timbre–shape
correspondences as Adeli et al. and more timbre–shape correspon-
dences (hollowness of sound and shape, and distorted sound with
fuzzy shape). These studies have shown that numerous people are
consistent in the types of shapes they perceive as congruent with
timbre. By leveraging these correspondences between timbres and
shapes, our system aims to provide intuitive visual feedback re-
garding timbres. While the studies presented above have examined
the relationship between discretely different timbres and discretely
different shapes, we need to determine the corresponding shapes
for continuously varying timbres. Therefore, our system estimates
the correspondence of a shape to an arbitrary timbre based on the
correspondence of the shape to several timbres.

Although the crossmodal correspondence is a characteristic
shared by many people, there are individual differences due to
cultural differences, experiences, and other factors [6], because
crossmodal correspondences are said to be based on experiences
acquired in daily life [10, 43]. Therefore, rather than visualizing a
fixed correspondence between timbre and shape, TimToShape was
designed to allow learners to customize the correspondences.

2.3 Sound Visualization Based on Perceptual
Dimensions

Various studies have proposed the methods to visualize sound based
on its perceptual dimensions. Most of their purpose is to enable
users to quickly find the desired sound from a library of sounds.
For example, Music Icons [23] mapped a flower-like icon to a single
music file based on user perceptions of tempo, timbre, etc. Thum-
nailDJ [7] also presented a single thumbnail icon for a single music
file based on the music genre and aggressiveness. While these are
examples of visualizing impressions throughout the music, our
goal is to provide real-time visualization of timbre, so we need to
visualize timbre for each moment.

Several methods have also been proposed for a visualization
based on perceptual dimensions of timbre that can be defined for the
short momentary timbres. Giannakis proposed Sound Mosaics [12],
which represent sharpness, compactness, and dissonance of sound
using coarseness, granularity, and repetitiveness of textural pat-
terns. Grill et al. [15] proposed a method for visualizing sound in
the form of texture based on the impression of sound on axes such
as ordered-chaotic, smooth-coarse, etc., mapping each to the reg-
ularity of elements, the jaggedness of element outline, etc. These
examples are similar to our visualization method in some respects.
However, they artificially fixed a single function that maps cer-
tain elements of sound to particular visual parameters. In contrast,
we provided a flexible mapping function according to the sensory
characteristics of each user.
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3 THEORY & IMPLEMENTATION
The easiest way to estimate the correspondence between timbres
and shapes for each user is to ask the user to indicate the shape
that they feel corresponds to timbre for all timbres. However, the
timbre of a musical instrument (even if it is the same instrument
and played at the same pitch) changes continuously in various
ways, depending on how it is played. It is theoretically impossible
to ask the user to answer the shapes that they feel correspond to
“all” timbres. Therefore, in this paper, this would be the problem
of estimating the shape the user may perceive as corresponding to
any given timbres based on the user’s correspondence of shape to
some “representative” timbres.

3.1 Problem Formulation
Let 𝑇 ⊆ R𝑁 be the feature space of timbres, and 𝒇 𝑡𝑖𝑚𝑏𝑟𝑒 be the
map from raw timbre data to the feature vector of timbre. Similarly,
let 𝑆 ⊆ R𝑀 be the feature space of shapes, and 𝒇𝑠ℎ𝑎𝑝𝑒 be the map
from raw shape data to the feature vector of shape.

Furthermore, let 𝒕𝑖 B 𝒇 𝑡𝑖𝑚𝑏𝑟𝑒 (ti) (∈ 𝑇 ) be the feature vector of
raw timbre data ti, let 𝒔𝑖 B 𝒇𝑠ℎ𝑎𝑝𝑒 (si) (∈ 𝑆) be the feature vector
of shape si, and let 𝒇𝑢𝑠𝑒𝑟 : 𝑇 −→ 𝑆 be the user’s mapping function
from the feature space of timbres to that of shapes.

Then, the problem of “estimating the corresponding shape for
any timbre from the shapes answered to some representative tim-
bres” can be formulated as follows:

Given some observed timbre–shape pairs {(𝒕𝑖 , 𝒔𝑖 (= 𝒇𝑢𝑠𝑒𝑟 (𝒕𝑖 ))) |
𝒕𝑖 ∈ 𝑇, 𝒔𝑖 ∈ 𝑆}, estimate 𝒔∗ = 𝒇𝑢𝑠𝑒𝑟 (𝒕∗) for some timbre 𝒕∗ ∈ 𝑇 .

Assuming that the set of observation points {𝒕𝑖 } is an irregular
grid (scattered data) and that there are no (or few) errors in the
observation of {𝒔𝑖 (= 𝒇𝑢𝑠𝑒𝑟 (𝒕𝑖 ))}, this problem can be seen as an
irregular-grid multivariate interpolation (or extrapolation) problem.

Sections 3.2 and 3.3 explain what we used for the feature space
of timbres and shapes, respectively, and in Section 3.4, we explain
how we solved this interpolation (or extrapolation) problem.

3.2 Feature Space of Timbres
Tomap the timbres to the feature space𝑇 , in this paper, as in Kimura
et al. [18], VAE is used.

Fig. 2 shows the architecture of the VAE. The input for the
VAE is a log-mel-spectrogram (calculated using 𝑛_𝑓 𝑓 𝑡 = 2, 048,
ℎ𝑜𝑝_𝑙𝑒𝑛𝑔𝑡ℎ = 1, 024, 𝑛_𝑚𝑒𝑙𝑠 = 128, resulting in an overall size of
128× 64) of the timbre frame. The timbre frame here means the seg-
ment of the timbre to which a single shape is mapped. In this paper,
66,560 samples (≒1.5 s) at a sampling rate of 44,100 Hz are used as
one frame, and when using TimToShape in real-time, frames are up-
dated every 1,024 sample points (frames are overlapped). This frame
length was determined to be appropriate because it is sufficiently
long to allow users to listen and associate shapes to the “represen-
tative” timbres but not so long that it may impair responsiveness in
real-time use. Then, the input is encoded into the two-dimensional
latent space (this dimension number follows Kimura et al. [18]),
and the latent vector 𝒛 is decoded into the output of the same size

as the input (128 × 64). The VAE model was implemented using an
open-source framework called Keras1.

The VAE encodes the input as a stochastic distribution rather
than as a single point. This is accomplished by the encoder sepa-
rately outputting the mean (𝝁) and variance (𝝈 ) of the distribution
of the latent variable 𝒛 separately, and sampling 𝒛 which follows a
normal distributionN(𝝁, 𝝈) by combining 𝝁 and 𝝈 with a random
vector following a standard normal distribution (this technique
is called “reparameterization trick” [20]). However, because the
feature vector of one timbre should be constant in our system, we
employed 𝝁 of 𝒛 as the feature vector of the timbre.

Note that because the VAE is trained unsupervised, this method
of acquiring a timbre feature space can be applied regardless of the
type of timbre as long as a dataset of the timbre frames is available.
We only need to compute the log-mel-spectrogram of each timbre
frame in the dataset and use it to train the VAE.

3.3 Feature Space of Shapes
To be used for interpolation of shapes, 𝑆 (feature space of shapes)
must satisfy the following condition: for any two points 𝒔𝑖 and 𝒔 𝑗
in 𝑆 , when parameters move on the line connecting the two points,
the corresponding shape also changes smoothly from si to sj.

In this paper, we used the “frequency domain” of shape as this fea-
ture space 𝑆 referring to Wada et al. [45]. A shape can be smoothly
morphed between any two shapes using their frequency vectors.
See Appendix A.1 for a detailed explanation.

3.4 Linear Estimation of Shape
Now we explain how TimToShape estimates shape 𝒔∗ for arbi-
trary timbre 𝒕∗. As described in Section 3.1, this problem is an
irregular-grid multivariate interpolation (or extrapolation) prob-
lem. Some methods that can solve this problem include nearest
neighbor interpolation [4], linear interpolation (with a triangulated
irregular network) [4, 41], natural neighbor interpolation [42], in-
verse distance weighting (IDW) [4], and Kriging (Gaussian process
regression) [30].

Linear interpolation and extrapolation were used in this paper.
We used this linear estimation method because the calculation is
relatively simple, and the linear extrapolation method extrapolates
observations based on the gradient on the boundary of the convex
hull of the observation points and is considered suitable for this
system.

The basic idea of linear interpolation/extrapolation can be ex-
pressed as follows where 𝒕 is an appropriate point in the 𝒕∗ neigh-
borhood and 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕 is the estimated Jacobian of 𝒇𝑢𝑠𝑒𝑟 at 𝒕 . For a
detailed explanation, see Appendix A.2.

𝒔∗ = 𝒇𝑢𝑠𝑒𝑟 (𝒕) + 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕 (𝒕
∗ − 𝒕) (1)

3.5 Method for Observation of User’s Mapping
Function

Next, we will explain the method for observation of 𝒇𝑢𝑠𝑒𝑟 , which in-
cludes how to select the observation points (representative timbres)
{𝒕𝑖 } and how to observe 𝒔𝑖 for each 𝒕𝑖 .

1https://keras.io



TimToShape IUI ’23, March 27–31, 2023, Sydney, NSW, Australia

1

64

128

input

32

32

64

conv1

64

16

32

conv2

128
8

16

conv3

16384

flatten

16

fc

2

µ

2

σ

2

z

16384

fc

128
8

16

reshape

128

16

32

dconv1

64

32

64

dconv2

32

64

128

dconv3

1

64

128

dconv4
(out-
put)

Figure 2: VAE architecture used in TimToShape. The input (128 × 64) is encoded into a 2-dimensional latent space via three
convolution layers and output to the same size as the input via four deconvolution layers.

Before describing the detail of the method, there is an important
point to note. Although we have discussed 𝒇𝑢𝑠𝑒𝑟 as a deterministic
function, we suppose that the actual human correspondence be-
tween timbres and shapes is not deterministic and has the following
two properties:
Property 1. The relationship between the timbres and shapes is

affected by the relative differences in the timbres. This
means that the image of a shape for each timbre is
expressed more clearly when the user compares timbres
than when the user listens to them separately.

Property 2. Instead of one specific shape corresponding to one tim-
bre, a group of shapes with similar impressions will
correspond.

Therefore, 𝒇𝑢𝑠𝑒𝑟 shall be considered here as a “favorable” one to
use in the system among the entire set of actual correspondences of
the user between timbres and shapes.We consider a correspondence
to be “favorable” if it satisfies the following two conditions.
Condition 1. The variation in the shape mapped to the timbres is

large.
Condition 2. The mapped shape changes smoothly for the entire 𝑇 .

To observe 𝒇𝑢𝑠𝑒𝑟 such that these conditions are satisfied, we
devised the following steps.

(1) Prepare Tdataset as a dataset of timbre frames (raw waveform
data of timbre frames) to be targeted by the system and
prepare an empty set 𝑻𝑟𝑒𝑝 . For this dataset, we can use the
dataset of timbre frames used to acquire the feature space of
timbres (described in Section 3.2).

(2) Calculate the image 𝑻𝑑𝑎𝑡𝑎𝑠𝑒𝑡 B { 𝒇 𝑡𝑖𝑚𝑏𝑟𝑒 (t) ∈ 𝑇 | t ∈
Tdataset }.

(3) From 𝑻𝑑𝑎𝑡𝑎𝑠𝑒𝑡 , select a set of 𝑁 + 1 points ( call this set
𝑻 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 ) such that all the points are affinely independent
and the distance of the closest 2 points in 𝑻 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 is max-
imal. Then calculate the inverse image Tfarthest B { t ∈
Tdataset | 𝒇 𝑡𝑖𝑚𝑏𝑟𝑒 (t) ∈ 𝑻 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 }.
The timbres in Tfarthest are the first 𝑁 + 1 “representative”
timbres. These points are selected because the timbres at

these points are more likely to be a characteristic combina-
tion of timbres in the dataset. According to Property1., users
are more likely to associate shapes that greatly differ, which
may help 𝒇𝑢𝑠𝑒𝑟 satisfy Condition 1.

(4) Ask the user to listen and compare all the timbres in Tfarthest,
and for each timbre ti ∈ Tfarthest, ask the user to answer the
shape si that they feel corresponds to ti. Then 𝑁 + 1 obser-
vations { (𝒕𝑖 , 𝒔𝑖 ) B (𝒇 𝑡𝑖𝑚𝑏𝑟𝑒 (ti), 𝒇𝑠ℎ𝑎𝑝𝑒 (si)) } are recorded.
After that, add all the observation points {𝒕𝑖 } to 𝑻𝑟𝑒𝑝 .

(5) Repeat the following steps: Theoretically, the following should
be repeated indefinitely until the termination condition shown
in step (5) (b) is met; however, in this paper, 30 iterations
were set as the upper limit of iterations, considering the
burden on the user.

(a) Select one 𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 𝑠 .𝑡 . 𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 ∉ 𝑻𝑟𝑒𝑝 ∧ 𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 ∈
arg max
𝒕 ∈𝑇𝑑𝑎𝑡𝑎𝑠𝑒𝑡

{ min
𝒕 ′∈𝑻𝑟𝑒𝑝

∥𝒕 − 𝒕 ′∥ }.

Then find tfarthest ∈ Tdataset 𝑠 .𝑡 .𝒇 𝑡𝑖𝑚𝑏𝑟𝑒 (tfarthest) = 𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 .
This tfarthest is the next “representative” timbre. Therefore,
the user is asked to listen to tfarthest.
This point is selected with the assumption that the least
information about 𝒇𝑢𝑠𝑒𝑟 is obtained at this point.

(b) Display a shape s∗farthest, which is generated from 𝒔∗
𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡

estimated for 𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 based on the observations so far,
and ask the user if they feel that the displayed shape
s∗farthest already corresponds to the timbre tfarthest.
If the user says yes, (𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 , 𝒔∗𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 ) is recorded as
another observation, 𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 is added to 𝑻𝑟𝑒𝑝 , and the re-
maining steps of this loop are skipped. If this occurs three
times in a row, the entire observation process is completed
because the observation can be considered sufficient.
If the user says no, go to step (5)(c).

(c) Ask the user to search a shape that they feel corresponds
to tfarthest somewhere around 𝒔∗

𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡
according to the

following Eq. (2). The 𝑱 in Eq. (2) is the Jacobian esti-
mated in Eq. (1), and the user moves the 𝒕𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 around
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𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 . In actual use, 𝑁 sliders are presented, and the
user manipulates 𝒕𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 by manipulating each slider.
If the user finds the shape, let 𝒔∗∗

𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡
be the feature

vector of that shape, then (𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 , 𝒔∗∗𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 ) is recorded
as another observation, 𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 is added to 𝑻𝑟𝑒𝑝 , and the
remaining steps of this loop are skipped. Otherwise, go to
step (5)(d).

𝒔∗∗ = 𝒔∗ + 𝑱 (𝒕𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 − 𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 ) (2)

The reason for preparing this step was to use Property 2.
to observe 𝒇𝑢𝑠𝑒𝑟 without increasing the dimension of the
image of𝑇𝑑𝑎𝑡𝑎𝑠𝑒𝑡 mapped to 𝑆 by 𝒇𝑢𝑠𝑒𝑟 as long as possible,
which may help 𝒇𝑢𝑠𝑒𝑟 satisfy Condition 2.

(d) Similar to step (4), ask the user to answer the arbitrary
shape s′farthest that they feel corresponds to timbre. Then
(𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 , 𝒔 ′𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 ) is recorded as another observation,
and add 𝒕 𝑓 𝑎𝑟𝑡ℎ𝑒𝑠𝑡 to 𝑻𝑟𝑒𝑝 .

Note that this method of observing the user’s mapping function
is applicable regardless of the timbre type of the dataset. Since the
method of acquiring the timbre feature space can also be applied
to any dataset (as explained in Section 3.2), the entire process of
constructing TimToShape is independent of the timbre type, which
is one of the major advantages of this method.

The next section describes how the user answers the shapes in
Steps (4) and (5).

3.6 Process for Answering Shape for Timbre
As explained in Section 3.3, the frequency vector of the shape is
adopted as the feature vector of the shape; however, it is almost
impossible for users to manipulate the frequency vector to create
the desired shape. Therefore, we implemented a method based on
that of Wada et al. [45] to generate shapes from semantic shape
parameters to enable users to use them when answering shapes to
timbres. The following six parameters were used to generate shape:
number of spikes (0 to 30), length of spikes (0 to 0.5), randomness (0
to 1), random seed (0 to 10), roundness of the base of spikes (0 to 1),
and roundness of the tip of spikes (0 to 1), referring to the study by
Oyama et al. [32]. The details of how shapes are generated from
these parameters are provided in Appendix A.3.

Using this method of generating shapes from semantic parame-
ters, users can answer the shape they feel corresponds to the timbre
in the following process:

(1) The user selects one shape from a set of 25 basic shapes we
defined (Shape Samples, Fig. 3), which is created by varying
the six semantic shape parameters described above, so that
the user feels best to correspond to the timbre. We prepared
this step because it is easier for users to compare several
shapes and choose one from them than think of a shape
from scratch.

(2) The user modifies the shape selected in the previous step
with the six semantic shape parameters so that the user feels
that the shape corresponds more to the timbre.

Figure 3: Shape Samples: A set of 25 fundamental shapes
that can be created from the semantic shape parameters. The
display order of the shapes is randomly rearranged each
time.

4 INTERFACE FOR ANNOTATION AND
VISUAL FEEDBACK

4.1 Interface for Timbre–shape Annotation
In Sections 3.5 and 3.6, we described the methodology to observe
𝒇𝑢𝑠𝑒𝑟 and briefly explained the implementation. In this section, we
explain how they were implemented as an interface and how to use
them from the user’s perspective. Henceforth, we will refer to the
step where the user answers a shape to each representative timbres
as “timbre–shape annotation.”

From the user’s perspective, the timbre–shape annotation can
be divided into two main steps: one is to answer shapes for the first
three timbres, and the other is to answer shapes for the fourth and
subsequent timbres.

The first step, in which the user answers the shapes for the first
three timbres, corresponds to step (4) in Section 3.5. The reason for
the number of timbres being 3 is that, as explained in Section 3.2,
the number of dimensions of the latent space of timbres (𝑁 ) is
2 in our implementation. In this step, the user answers a shape
to each of the three timbres, following the process described in
Section 3.6. The interface used here is shown in Fig. 4 (a), where
the three timbres are shown simultaneously, and the Shape Samples
are shown on the right side. After the user selects a shape from
Shape Samples, the sliders appear, allowing the user to edit shapes
using the six semantic shape parameters.

The second step, in which the user answers the shapes for the
fourth and subsequent timbres, corresponds to step (5) in Section 3.5.
This step consists of the following three phases.

Phase 1. Verify whether the estimated shape is acceptable (Fig. 4
(b)); this corresponds to Step (5) (b) in Section 3.5. Select
whether a modification is necessary by clicking on a but-
ton. If the shape requires modification, proceed to Phase 2.
Otherwise, proceed to the next timbre. The timbre–shape
annotation is complete if this occurs three times in a row.

Phase 2. Verify the shapes around the estimated shape (Fig. 4 (c));
this corresponds to Step (5) (c) in Section 3.5. Two sliders
were shown to allow searching for shapes in the vicinity
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(a) (b)

(c) (d)

Figure 4: Interface implemented for timbre–shape annota-
tion. (a) Interface to answer shapes to the first three timbres.
(b) Interface to determine whether the estimated shape needs
modification. (c) Interface to search the shape in the neighbor
of the original estimation. (d) Interface to answer shape to
fourth and subsequent timbres (Shape Samples is omitted).
See Section 4.1 for detail.

of the estimated shape. If the user cannot find a shape that
they feel corresponds to the timbre, proceed to Phase 3.

Phase 3. Answer the shape that the user feels corresponds to the
timbre (Fig. 4 (d)), following the process described in Sec-
tion 3.6, which corresponds to Step (5) (d) in Section 3.5.

4.2 Real-time Shape Feedback Corresponding to
Timbre

TimToShape estimates and displays shapes in real-time, correspond-
ing to the timbre input to the microphone. To achieve this, the
following calculations must be performed with low latency:

Calculation 1. Computation of the log-mel-spectrogram of the mi-
crophone input

Calculation 2. Encoding into the latent space by the VAE
Calculation 3. Estimation of frequency vector of shape using linear

interpolation (or extrapolation)
Calculation 4. Inverse Fourier transform of the frequency vector

and drawing of the shape

We implemented these using JavaScript to run on a browser. Sev-
eral implementation efforts have meen made to speed up the above
calculations (see Appendix A.4 for details). The final computation
time was: 5 ~ 6 ms for calculation 1; 20 ~ 40 ms for calculation 2; 1
~ 2 ms for calculation 3; and 1 ~ 2 ms for calculation 4. Overall, it
took less than 60 ms from the time the last sample point of a frame
was input to the microphone until it was reflected in the drawing.
Furthermore, using asynchronous processing, we achieved a frame
rate of approximately 40 fps (PC: Macbook Pro, M1, 2020 with ver-
sion 12.4 of macOS Monterey; Browser: Google Chrome of version
106.0.5249.119).

5 STUDY 1: CONGRUENCY OF TIMBRE AND
GENERATED SHAPES

This study aims to verify that TimToShape can generate a shape
that users feel corresponds to any arbitrary timbre based on each
user’s input of timbre–shape correspondences. We conducted an
online user study to determine whether the shapes generated by
TimToShape were more likely to be perceived as congruent by the
participants than randomly generated shapes.

This study did not use TimToShape as a real-time feedback sys-
tem (the shape changes dynamically) but as a system that generates
one static shape for one frame (≒ 1.5𝑠) of timbre. This is because
if the shape changes dynamically, it is impossible to measure the
congruency of the timbre and shape in each frame.

5.1 Dataset
In this paper, the timbres we focused on were of the “open A-string”
of violin, which corresponds to the simplest and most basic playing
action of the violin. The timbre dataset used in this study was a
smartphone recording (from iPhone XR) of the open A-string of a
violin by one of the authors. He is an advanced violinist who has
been playing the violin for more than 19 years. The dataset contains
timbres of the violin’s “open A-string” played with various force
levels, bow positions, and bow angles, including timbres imitating
those produced by a beginner as well as an advanced player.

The recordings were made in a quiet room using a standard
smartphone recording application (Voice Memos2). A smartphone
was used for the recording because we aimed to make our system
operate without requiring special equipment or applications. The
recording time was approximately 20 min. The silent time was
trimmed, frames (one frame containing 66,560 sample points) were
cut out with shifting every 500 sample points (frames overlapped)
and then a dataset containing 90,159 frames was created.

5.2 Training
Using this timbre dataset, unsupervised learning of the VAE (de-
scribed in Section 3.2) was performed. The VAE training was per-
formed on a Windows 10 PC with two GeForce GTX1080Ti GPUs.
We used 80% of the dataset for training and 20% for validation. The
optimizer was Adam [19] with a learning rate of 0.001, the batch
size was 512, and there were at most 200 training epochs. The train-
ing was automatically interrupted by early stopping based on the
validation loss.

The resulting latent space (𝝁 of 𝒛) of timbres is shown in Fig. 5
(a). Although no labeling was performed on the timbre dataset, the
latent space mapping for the timbres exhibited a rough trend, as
depicted in the figure (note that the labeling of the areas in Fig. 5
(a) represents our impression of the timbres).

Based on the method described in Section 3.5, the observation
points in this latent space are shown in Fig. 5 (b). The red dots
represent the observation points adopted in Steps (3) and (4) in
Section 3.5, while the yellow dots represent the observation points
(representative timbres) adopted in the 30 loops in Step (5) in Sec-
tion 3.5. The numeric labels next to the yellow dots indicate the

2https://apps.apple.com/us/app/voice-memos/id1069512134
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Figure 5: Latent space of timbres used in Study 1. All timbres
in the dataset are mapped on the latent space as blue dots. (a)
Overall tendency of timbres (the labeling for each area simply
represents our impression of the timbres), (b) Observation
points (representative timbres) selected in this latent space
(see section 5.1)

order of selection (all participants annotated the shapes for timbres
in this order).

5.3 Participants
This study included 101 participants through a crowdsourcing plat-
form3. Sixty-four participants were male, and 37 were female, with
a mean age of 42.5 years and standard deviation of 7.43. All par-
ticipants were required to participate in the study using a PC and
wear earphones or headphones. Participants were paid 550 JPY for
their participation.

5.4 Procedure
This study was divided into two sessions.

In the first session, the participants performed the timbre–shape
annotation, following the flow described in Section 4.1. The inter-
face is identical to that shown in Fig. 4. The timbres presented in
this step correspond to the red and yellow dots in Fig. 5 (b) (as
mentioned in Section 5.1).

In the second session, 30 timbres were randomly selected from
the dataset, and there were two trials for each, resulting in a total
of 60 trials. The trials were randomized. In each trial, either a shape
generated by TimToShape or a randomly generated shape was
presented along with the timbre (both shape generation methods
were used once per timbre). Here, “randomly generated shapes”
were generated by randomly setting the shape semantic parameters
described in Section 3.6. For each presented timbre–shape pair,
participants were asked to answer how well they felt the shape
corresponded to the timbres by visual analog scale (VAS) (the left
side was “Does not correspond at all” while the right side was
“Completely corresponds”) [9] (Fig. 6).

5.5 Results
Based on the time taken for the entire study, data from those who
took an excessively short (less than 10 min) or long (more than
3https://www.lancers.jp

On the line segment below, click to indicate how well you feel this figure corresponds to the sound.

Does not correspond at all Completely corresponds

Figure 6: VAS used in Study 1. The length of the horizontal
bar was made to be equal to 100mm according to [9]. The
participants were asked to initialize the window scale to
make the bar size with 100mm at the beginning of the study.

36 min) time were eliminated as inappropriate effort. These time
criteria were based on the ±1𝜎 interval from the mean of the total
time required for all participants. As a result, data from 75 of 101
participants were used in the analysis.

For each participant, the “congruence score” is calculated for
each of the “TimToShape” and “Random” methods by the following
process:

(1) For each trial, congruency was scored from 0 (does not cor-
respond at all) to 100 (completely corresponds), depending
on the position of the participant selected in the VAS.

(2) The average score of 30 trials for each method was used as
the congruence score for that participant.

The distribution of the congruency scores for all 75 participants
is shown in Fig. 7. The median congruence score of “TimToShape”
was 66.1 out of 100 while the median score of “Random” was 43.1.
A normality test (Shapiro-Wilk test) conducted on the distribution
of scores for each method showed that the distribution of “Random”
can be regarded as normal (𝑝 = .15 > .05) but that of “TimToShape”
was not normal (𝑝 = .03 < .05). Therefore, as a paired nonparamet-
ric data, a Wilcoxon signed rank test was performed. The results
indicated that “TimToShape” had a significantly higher congruence
score than “Random” (𝑝 = .000 < .001, 𝑟 = 0.86).

These results indicate that TimToShape can generate shapes that
are felt to be correspond more to any timbre (in the dataset) than
randomly generated shapes.

6 STUDY2: USE AS A FEEDBACK SYSTEM FOR
VIOLIN PRACTICE

This study aims to determine the advantages, disadvantages, and
other possible impacts of using TimToShape as a real-time feedback
system for practicing musical instruments. Because the quantitative
analysis and evaluation of timbre are difficult, we mainly analyzed
the comments provided by the participants who used our proposed
system during violin practice. We asked six violin players from
various backgrounds to practice the violin using two systems: Tim-
ToShape and a system that visualizes the position of the timbre in
the latent space as a 2D map. Without revealing the violin players
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Figure 7: Comparison between the congruence scores ob-
tained by the two methods: TimtoShape and Random (n=75).

which of the two we proposed, we asked them to practice the vio-
lin using each and conducted questionnaires and interviews. This
study was approved by the ethics review board of our institution.

6.1 Dataset & Training
This study used a dataset different from that used in Study 1. This
was because this studywas originally planned to be conducted using
a smartphone; however, because of the large computational load,
TimToShape could not run in real-time on a smartphone. Therefore,
it was modified to be conducted using a computer (Macbook Pro,
M1, 2020 with version 12.4 of macOS Monterey). The recording
method was almost the same as that described in Section 5.1, with
the “open A-string” played with various techniques, but recorded
with the standard recording application (Voice Memos4) of the
computer. The total recording time was approximately 22 min, and
frames were cut out as described in Section 5.1, creating a dataset
containing 109,447 frames.

The VAE training was conducted in exactly the same setting that
described in Section 5.2. The latent space resulting from the training
is shown in Fig. 8 (a) (note that the labeling of the areas depicted in
Fig. 8 (a) simply represents our impression of the timbres). Because
the VAE was trained on a different dataset, the distribution of
timbres was arranged differently than that shown in Fig. 5 (a).
The observation points (representative timbres) selected from this
latent space according to the method described in Section 3.5 are
shown in Fig. 8 (b) (the red dots represent the observation points
adopted in steps (3) and (4) in Section 3.5, while the yellow dots
represent the observation points adopted in the 30 loops in step (5)
in Section 3.5).

6.2 Practice Goal
In a user study of TimToShape, setting a goal for practice is an issue
to consider. One possible approach would be to randomly select
several points in the timbre latent space and use them as the goal

4https://apps.apple.com/us/app/voice-memos/id1069512134

Figure 8: Latent space of timbres used in the Study 2. All
timbres in the dataset are mapped on the latent space as blue
dots. (a) Overall tendency of timbres (the labeling for each
area simply represents our impression of the timbres), (b)
Observation points (representative timbres) selected in this
latent space (see Section 6.1)

.

timbres. However, this could lead to the possibility of having the
participants practice reproducing “bad” timbres. To prevent this
possibility, we asked a professional violinist to record a sample of
an “open A-string” performance to be used as the goal timbre. The
sample was recorded using the same instrument, microphone, and
similar recording environment, as when the timbres included in
the dataset were recorded. We requested the professional violinist
to produce the best timbre that he felt could play on this violin.

We set the goal timbre to approximately 20 s sound of the 20-min
recording, during which the professional stated that he had the
best-sounding performance. Here, because the goal timbre was not
perfectly constant for 20 s, there was variance in the position of the
latent space. However, when using TimToShape in practice, users
try to approach one shape that corresponds to a specific point in
the latent space; therefore, we set the average position of the goal
timbre in the latent space over 20 s as the goal point expediently.
This practice goal was identical for every participant throughout
the entire process of this user study.

6.3 Feedback Systems
We prepared two types of feedback systems for the user study. Both
use the same VAE, but with different visualization methods.

The first is our system, TimToShape. When used in practice, a
shape corresponding to the goal timbre (denoted “goal shape”) and
shape corresponding to the timbre currently being played (denoted
“current shape”) are displayed side by side, as shown in Fig. 9 (a).
To make the differences in shapes easier to understand, the goal
shape was shown as a translucent guide in the background of the
current shape.

The other is a system that visualizes the location of the timbre
in the timbre latent space like a map (we call this “Latent Space
Visualization”). As shown in Fig. 9 (b), the point of the goal timbre
and the point of the timbre currently being played are displayed on
the map. This system is based on SonoSpace by Kimura et al. [18],
but there are some differences. While SonoSpace does not update



IUI ’23, March 27–31, 2023, Sydney, NSW, Australia Arai, et al.

Goal: Yellow, Current: Red

Goal Timbre

Goal Current

Goal Timbre

(a) (b)

Figure 9: Feedback systems used in Study 2. (a) TimToShape.
The shape corresponding to the goal timbre is displayed on
the left side, while that corresponding to the played timbre
is displayed on the right side. (b) Latent Space Visualization.
The yellow dot represents the position of the goal timbre,
while the red dot represents the position of the played timbre.

the points corresponding to timbres in the latent space in real-time,
our implementation does. SonoSpace employs some additional user
interfaces, but our implementation does not include such interfaces.

6.4 Participants
In this user study, six violin players (P-1 to P-6) were recruited.
They ranged from beginners to advanced players. They were paid
3,000 JPY as an honorary.

Their experiences in playing their respective instruments were
as follows:
P-1: A 55-year-old female and a beginner in the violin. She has

some knowledge of playing techniques because her daughter
is a violin student, and she has listened to her teacher’s in-
structions with her. Aside from the violin, she had studied the
piano for ten years.

P-2: A 57-year-old female and a beginner in the violin. She had
previously taken violin lessons at school for one year. Aside
from the violin, she had over 50 years of experience playing
the piano and had used to be a piano teacher.

P-3: A 24-year-old male with little experience in the violin but an
intermediate viola player. He has been learning how to play
the viola for approximately nine years and continues to play
in an orchestra.

P-4: A 23-year-oldmale and intermediate-to-advanced violin player.
He had taken violin lessons for approximately ten years in
the past, and he has been playing violin for approximately 18
years.

P-5: A 20-year-old male and advanced violin player. He has been
taking violin lessons for 15 years and continues to play in
an orchestra. He also has 16 years of experience playing the
piano.

P-6: A 24-year-old female and advanced violin player. She has been
taking violin lessons for 20 years and continues to play.

6.5 Procedure
This study was conducted in a quiet environment similar to the one
in which the dataset was recorded. The violin and microphone used
were identical to those used to create the dataset. The two feedback

systems used in the study and the procedure were explained before
the user study started. Written informed consent was obtained from
all participants.

The procedure of this study consisted of eight steps.
(1) Timbre–Shape annotation: Timbre–Shape annotation was

performed according to the flow described in Section 4.1 to
estimate the timbre–shape correspondences of each partici-
pant.

(2) Pre-Test: The participants listened to the goal timbre and
then, conducted a 1-min trial inwhich they tried to reproduce
the goal timbre.

(3) Practice1: Ten minutes of practice using the first feedback
system. To balance the effects of the order, “TimToShape”
was performed first for P-1, P-3, and P-5, and “Latent Space
Visualization” was performed first for P-2, P-4, and P-6.

(4) Acquisition Test1: Immediately after Practice1, a 1-min trial
was conducted to reproduce the goal timbre using the feed-
back system.

(5) Retention Test1: After a 10-min break following Acquisi-
tion Test1, a 1-min trial to reproduce the goal timbre was
conducted without the feedback system.

(6) Practice2: The same practice as that conducted in Practice1,
but with the other feedback system.

(7) Acquisition Test2: The same trial as that conducted in Ac-
quisition Test1, but with the other feedback system.

(8) Retention Test2: After a 10-min break following Acquisition
Test2, a 1-min trial was conducted to reproduce the goal
timbre without the feedback system.

The entire study took approximately 80 min.

6.6 Measurements
6.6.1 Objective Measures. We set the mean distance to the goal
point in the latent space to be an objective measure of the perfor-
mance in the 1-min trials in Pre-Test, Acquisition Test1, Retention
Test1, Acquisition Test2, and Retention Test2. We will refer to this
value as the “Distance Error Score” (the lower the score is, the better
the performance is).

We adopted this measure mainly for two reasons. The first rea-
son is that the distance on the latent space is an index that can
objectively evaluate the physical closeness of timbre to some extent
because the latent space can be considered as the dimension reduc-
tion of the log-mel-spectrogram of the sound. The second reason
is that since the latent space used in “TimToShape” and “Latent
Space Visualization” is identical, we can compare the two methods
through this measure.

6.6.2 Subjective Measures. In addition to objective measures, semi-
structured interviews and questionnaires were conducted to clarify
the subjective assessments during practice.

• At the end of Acquisition Test1 and Acquisition Test2, inter-
views were conducted based on questions about the advan-
tages and disadvantages they felt about the feedback system,
when they felt the feedback got closer to the goal, and how
to achieve that. In addition, using a questionnaire, the par-
ticipants were asked to respond on a 7-point Likert scale,
where one indicated high disagreement and seven indicated
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Figure 10: Transitions in Distance Error Scores for each participant (the lower the score is, the better the performance is). The
label “pre” means “Pre-Test”, “acq” means “Acquisition Test”, and “ret” means “Retention Test”. Moreover, “shape” means
“TimToShape” and “latent” means “Latent Space Visualization”.

high agreement, to the question about the interpretability
of the feedback, that is, “Did you understand the relationship
between the sound you played and the feedback displayed?”.
Regarding the engagement of the visualization system, they
were asked to respond to six questions on VisEngage [17]:
“Challenge,” “Discovery,” and “Interest” (2 questions for each).

• In addition, after the Acquisition Test2, the participants were
interviewed about which of the two feedback systems they
would prefer to use in their actual practice and why.

• At the end of Retention Test1 and Retention Test2, they
were interviewed based on questions about the differences
compared to when the feedback was displayed.

6.7 Results and Discussion
6.7.1 Objective Measures. Fig. 10 shows the transitions in the “Dis-
tance Error Scores” across the five tests for each participant. The
three upper graphs refer to the participants who worked on Tim-
ToShape first (P-1, P-3 and P-5), and the three lower graphs refer
to the participants who worked on Latent Space Visualization first
(P-2, P-4 and P-6).

First, by analyzing the groups that performed TimToShape first,
we found that P-1 and P-5 performed better in both the Acquisition
Test and the Retention Test with TimToShape, and P-3 performed
better in the Acquisition Test with Latent Space Visualization, but
performed better with TimToShape in the Retention Test.

Next, by analyzing the group that performed Latent Space Visu-
alization first, we found a slight change in scores over the five tests,
but it appeared that the person’s ability in the Pre-Test remained
dominant until the end.

Looking only at the scores, three (P-1, P-4, and P-5) performed
better in the Acquisition Test and five (P-1, P-2, P-3, P-4, and P-
5) performed better in the Retention Test with TimToShape than
with Latent Space Visualization. Although some score superiority
was shown by TimToShape, especially in terms of retention, it
is difficult to demonstrate the clear superiority of TimToShape
using this objective measure because of the large overall individual
differences.

6.7.2 Subjective Measures. The distributions of responses with
respect to the interpretability and VisEngage questions are shown in
Fig. 11. For the VisEngage questions, the average of the responses to
the two questions for each category was considered as one person’s
score. Although the statistical analysis was not performed due to
a small number of participants, TimToShape tends to be higher in
terms of “interpretability”. Five participants evaluated TimToShape
with the same or higher score than Latent Space Visualization. For
the question that asked which method TimToShape or Latent Space
Visualization they would use in practice, five participants (P-1, P-2,
P-3, P-4, and P-6) answered TimToShape. These results suggest that
TimToShape has higher interpretability and is preferred by most
people over Latent Space Visualization.

From this point on, we will analyze the comments in the inter-
views to determine why the different methods of visualizing the
latent space yielded differing impressions.

First, we introduce some comments on the advantages of Tim-
ToShape over Latent Shape Visualization.

“Shape was easy to understand visually and intuitively with a
quick glance.” (P-2)
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Figure 11: Comparison of scores (7-point Likert Scale) for
subjective measures (N=6).

Both beginners (P-1, P-2) mentioned that they were so absorbed
in their hands, arms and the movement of the bow that it was
difficult for them to keep an eye on the feedback screen. In this
context, P-2 stated that she could not follow the moving dot with
her eyes (in Latent Space Visualization) but that the changing shape
was highly comprehensible at a quick glance (in TimToShape).

“In the map feedback (Latent Space Visualization), it was difficult
to understand what the vertical and horizontal axes represented, and
it was difficult to move the points as I wanted, but in shape feedback
(TimToShape), the transformation of the shape fits my intuition and
it was easy to get the hang of getting closer to the goal.” (P-6, similar
comments from P-3 and P-4)

Several participants indicated that they had difficulty in grasping
themeaning of the latent space axes. These comments correspond to
the result that “interpretability” was rated higher for TimToShape,
as mentioned above. Interestingly, although the same latent space
was used in TimToShape, some participants found it easier to un-
derstand the relationship between timbre and feedback simply by
visualizing it through a sensory-based shape.

Because there was only one goal timbre in this user study, it is
not clear whether the results of the objective measures presented
in Section 6.7.1 would be similar if the goal timbre were changed.
However, the fact that the relationship between timbre and visual
feedback was assessed to be easier to understand seems to support
the effectiveness of TimToShape in aiming for other timbres.

“When practicing with map (Latent Space Visualization), I did not
feel like I was trying to bring the “sound” sounds closer to the goal
sound because I was concentrating only on the movement of the dot,
and I think I was not listening to my own sound very well during
the practice. But practicing with shape (TimToShape), I do not know
why, I felt that this problem was lessened and that I could pay more
attention to the sound.” (P-4 and similar comments from P-5)

We considered this to be related to the previous comment. That is,
we consider that the difficulty in interpreting the feedback caused
many participants to focus only on the behavior of the feedback
(except for beginners). Furthermore, we suspect that the reason
this problem was reduced in TimToShape was not only because the
relationship between the timbre and feedback was easier to grasp,
but also because the timbres were visualized based on crossmodal
correspondence, which subconsciously directed the user’s attention
to the timbre even while looking at the shape.

“When practicing with map (Latent Space Visualization) the dot
was usually not close to the goal at all, even when I tried various
attempts, which was demotivating. But when practicing with shape
(TimToShape), I was able to practice without getting bored because I
felt a sense of accomplishment when I got close to the target at some
time.” (P-1)

This is another advantage of TimToShape. Because VAE does
not consider human perception during training, the distance in
the latent space does not necessarily correspond to the distance in
human perception. Thus, a situation can arise in which two points
in the latent space are extremely distant, even though they sound
close. This leads to a loss of motivation, particularly for beginners.
However, this problem is less likely to occur with TimToShape
because the shapes are created based on the user’s perception, and
even if the two sounds are far apart in the latent space, if the user
feels they are similar, the shapes will be displayed close to each
other.

“In the trial without feedback (Retention Test), although the shape
was not displayed, I played while imagining the changing shape in
real-time. However, (in Latent Space Visualization,) it was difficult
to imagine the position on the map in real-time.” (P-5 and similar
comments from P-2)

We consider that this may also be a strength of the crossmodal
correspondence. By visualizing the shapes that may be recalled by
each user for timbres,it becomes easier to recall feedback even after
it is lost.

On the other hand, the following comments were received regard-
ing the advantages of Latent Space Visualization over TimToShape.

“Map visualization (Latent Space Visualization) seemed to have
better resolution regarding goal and current errors.” (P-4)

“Map feedback (Latent Space Visualization) seemed to analyze
more elements of timbre.” (P-5 and similar comments from P-3)

Both comments suggest that by visualizing the timbre as a shape,
the amount of information is reduced compared with when the
latent space of the timbre is visualized as it is. This is not necessarily
a bad thing when used for feedback, in that it reduces the cognitive
load of the user; however, further discussion is needed regarding
the amount of information to be presented.

In addition, the following comments were received as common
drawbacks to both.

“Technical advice is not presented, so sometimes it is not clear how
to improve.” (P-2 and similar comments from P-1)
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“Both systems require me to do a variety of trial and error to find
the moment when the feedback approaches the goal by myself. If I
could not find it, I would be at a loss.” (P-3)

This is a major challenge, particularly for beginners who use this
system. TimToShape only visualizes timbres by shape; although
this makes it easier to understand the relationship between tim-
bres and feedback, it does not provide technical advice. Because
technical advice depends on the type of instrument, attempting to
solve this problem makes it impossible to build a method applicable
to any instrument, which is the basic idea of TimToShape. There-
fore, for beginners, we recommend that TimToShape be used along
with advice from an adept professional or a system that provides
feedback on technical information (e.g., that developed in [36]).

Overall, our system was well-received by violin players in terms
of visual clarity, interpretability (ease of understanding the rela-
tionship between the timbre and feedback), and ease of recall (even
after the feedback was lost).

7 LIMITATION & FUTUREWORK
7.1 Number of Dimensions of Latent Space of

Timbre
In this paper, the dimensionality of the timbre latent space was
set to 2 with reference on Kimura et al. [18]. However, further dis-
cussion of the dimensionality of the latent space is required. If the
dimensionality of the latent space is increased, more timbre fea-
tures can be reflected, leading to a more accurate estimation of the
correspondence between the timbres and shapes. However, the user
must answer the shapes for timbres more times in timbre–shape
annotation, which would increase the burden for users. Further
user studies should be conducted to determine the advantages and
disadvantages of increasing the dimensionality and to determine
the optimal dimensionality.

7.2 Parameters Making Up Shapes
As discussed in Section 5.5, the median congruence score for Tim-
ToShape was 66.1 (out of 100). This leaves scope for further im-
provement.

There are two ways to address this issue. The first is to revisit the
method of creating shapes, as described in Section 3.6. Currently,
we provide 25 shape samples, and users select one shape from them
and edit six semantic parameters from the selected shape; however,
this process may be inadequate for creating arbitrary shapes that
the user wants to create. We believe that constructing a process to
create shapes more freely would improve the congruency scores.

The second is to consider parameters other than the shape out-
line. Because timbre–shape correspondences vary from person to
person, some may feel a strong correspondence to factors other
than shape outline (e.g., size, color, and texture pattern), which has
been reported by research on crossmodal correspondences between
sound and vision [13, 33, 34]. Our method is so expandable that it
can include any element in the output if it can be linearly interpo-
lated as a vector. We leverage this strength to reflect elements other
than the outline of the shape in the output and provide shapes with
high congruency to the timbre for a larger number of people.

In addition, by increasing the number of parameters that make
up the shape, we can provide more information as feedback for
the timbre, which will help remedy the problem of the shape’s low
amount of information, as mentioned in Section 6.7.

7.3 Termination Condition for Timbre–Shape
Annotation

There is scope for further studies regarding the termination con-
ditions for timbre–shape annotation. Currently, the termination
condition is to state that there is no problem without modifying the
estimated shape three consecutive times in step (5) (b) described in
Section 3.5, or to loop step (5) thirty times.

However, only 21 out of 75 participants in Study 1 finished with
the former termination condition, while the remaining participants
annotated the shapes for timbres thirty-three times (including the
first three timbres).

We believe that this is because the current system validates the
termination only in step (5) (b), which may be too strict. We should
devise a method to validate the termination based on the size of
the shape modification in step (5) (c). If an appropriate threshold
can be determined, the burden on the user of answering with many
shapes can be reduced without decreasing the Congruency Score.

7.4 Statistical Analysis of the Learning Effects
Study 2 mainly focused on examining the subjective experience of
using TimToShape for feedback in practice. Therefore, violinists
from various backgrounds were recruited and asked to use both
TimToShape and Latent Space Visualization systems. The ques-
tionnaire and interviews revealed the subjective advantages and
disadvantages of both systems.

Although the study indicated the visual clarity, interpretability
and ease of recall of the proposed system, the objective learning
effects of the proposed system have not been statistically clarified.
To further clarify this, it would be necessary to conduct an experi-
ment in which a larger number of participants are divided into the
following three groups with the same original violin ability and
compare the learning effects over a longer period: the group prac-
ticing without visual feedback, group practicing with TimToShape,
and group practicing with Latent Space Visualization.

7.5 Application for Different Timbres and
Environments

In this paper, TimToShape was tested only with the timbre of the
“open A-string” of the same violin. However, our method can be
easily applied to any timbre of any instrument if a corresponding
dataset exists. In the future, we intend to create datasets of timbres
from various instruments with various recording environments
and build a system using these datasets that can be used with any
instrument anywhere.

8 CONCLUSION
In this paper, we proposed TimToShape, a system that can visualize
arbitrary timbres using 2D shapes aligned with a person’s percep-
tion based on the fact that there is a crossmodal correspondence
between timbres and shapes. TimToShape aims to provide feedback
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in musical instrument practice, making it easy for humans to under-
stand the relationship between timbre and feedback. TimToShape
acquires a latent space of timbres through unsupervised learning by
the VAE. By asking each user to annotate shapes for some points in
the latent space, it can estimate a shape for any point in the latent
space with linear interpolation. First, we conducted a user study via
crowdsourcing (n=75) to verify the shape estimation method and
found that the proposed method could generate shapes with signif-
icantly higher congruency to the timbre than randomly generated
shapes. Next, we conducted a user study with six violin players to
verify the effectiveness of this system when used as feedback for
practicing a musical instrument and found that compared to simply
visualizing the position of the timbre in the latent space (like a
map), visualization by TimToShape was more comprehensible at
a glance, was easier to understand the relationship between the
timbre and feedback, and was easier to recall the feedback even
after the feedback was lost. In the future, we will consider including
elements other than shape outlines in the visualization to further
improve congruency, and creating datasets of other timbres to im-
prove the generalization performance for various instruments and
environments. We hope that this paper will inspire synergy be-
tween the HCI and AI domains by providing insights that reflect
human perceptual characteristics in an interface and interaction
that applies machine learning.
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A IMPLEMENTATION DETAILS
A.1 Fourier Transform of Shape
The process of how the shape is converted to a frequency vector is
as follows (referring to Wada et al. [45]). Note that this process can
also be reversed to generate a shape from the frequency vector.

(1) The shape is sampled at 512 points to divide the perimeter
equally.

(2) Fourier transform the 𝑥- and𝑦-coordinates of sampled points
separately and obtain a 512-dimensional complex vector of
frequency dimensions for each.

(3) Separate the real and imaginary parts of the complex vectors
and merge the four vectors into a 2048-dimensional real
vector, which is the feature vector of the shape.

As shown in Fig. 12, a shape can be morphed smoothly between
the two shapes using the weighted average of the frequency vectors
of them.

A.2 Linear Interpolation and Extrapolation of
Vector

Here we fully explain the linear interpolation/extrapolation method
used in TimToShape. The symbols used in this section follow the
definitions in Section 3.1.

When 𝒕∗ is inside the convex hull of observed points {𝒕𝑖 } (here-
after 𝐶𝐻 ({𝒕𝑖 })), linear interpolation is performed. The linear inter-
polation method used here is basically an extension of the Delaunay
Tessellation Field Estimator (DTFE) [41] to multidimensional out-
put. Specifically, let 𝐷𝑒𝑙𝑖𝑛 be the simplex that contains 𝒕∗ when
the interior of𝐶𝐻 ({𝒕𝑖 }) is partitioned by 𝑁 -dimensional Delaunay
tessellation, and let 𝒕𝑎0 , . . . , 𝒕𝑎𝑁 be the vertices of 𝐷𝑒𝑙𝑖𝑛 , then 𝒔∗ is
estimated according to the following equation.

𝒔∗ = 𝒇𝑢𝑠𝑒𝑟 (𝒕𝑎0 ) + 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝐷𝑒𝑙𝑖𝑛 (𝒕
∗ − 𝒕𝑎0 ) (3)

Note that 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝐷𝑒𝑙𝑖𝑛 in Eq. (3) is the estimated Jacobian of 𝒇𝑢𝑠𝑒𝑟
that is constant in the 𝐷𝑒𝑙𝑖𝑛 , and this 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝐷𝑒𝑙𝑖𝑛 can be computed
easily by evaluating Eq. (3) for each 𝑁 points 𝒕𝑎1 , . . . , 𝒕𝑎𝑁 as 𝒕∗.

On the other hand, when 𝒕∗ is outside of 𝐶𝐻 ({𝒕𝑖 }), linear ex-
trapolation is performed. Specifically, let 𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 be the point in
𝐶𝐻 ({𝒕𝑖 }) that is closest to 𝒕∗ (note that 𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 does not have to
be the observation point), then 𝒔∗ is estimated according to the
following equation.

𝒔∗ = 𝒔∗𝑛𝑒𝑎𝑟𝑒𝑠𝑡 + 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 (𝒕
∗ − 𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 ) (4)

Note that 𝒔∗𝑛𝑒𝑎𝑟𝑒𝑠𝑡 is the estimated 𝒔 at 𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 , and 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡
is the estimated Jacobian of 𝒇𝑢𝑠𝑒𝑟 at 𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 . 𝒔∗𝑛𝑒𝑎𝑟𝑒𝑠𝑡 can be ob-
tained by evaluating Eq. (3) for 𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 as 𝒕∗. 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 can be
obtained as follows.

(1) Since 𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 lies on the border of 𝐶𝐻 ({𝒕𝑖 }), there exists
a facet of 𝐶𝐻 ({𝒕𝑖 }) which contains 𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 . Call this facet
𝐹𝑎𝑐𝑒𝑛𝑒𝑎𝑟𝑒𝑠𝑡 , and let 𝒕𝑏0 , . . . , 𝒕𝑏𝑁−1 be the vertices of 𝐹𝑎𝑐𝑒𝑛𝑒𝑎𝑟𝑒𝑠𝑡 .
Also,𝝀 = (_0, . . . , _𝑁−1) satisfying both

∑𝑁−1
𝑖=0 _𝑖 𝒕𝑏𝑖 = 𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡

and
∑𝑁−1
𝑖=0 _𝑖 = 1 is uniquely determined.

(2) At each of 𝑡𝑏𝑖 , estimate the Jacobian of 𝑓𝑢𝑠𝑒𝑟 (𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕𝑏𝑖 ) by
the following method.

(a) Let 𝑇 ′
𝑏𝑖

be the set of points connected to 𝒕𝑏𝑖 by an edge
when the 𝐶𝐻 ({𝒕𝑖 }) interior is partitioned by Delaunay
tessellation.

(b) 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕𝑏𝑖 is estimated as 𝑱 ∈ R𝑀×𝑁 that minimizes the
𝐿 below. This method is an extension of [28] to multi-
dimension.

𝐿 =
∑︁

𝒕 ′∈𝑇 ′
𝑏𝑖

∥ 1
∥𝒕 ′ − 𝒕𝑏𝑖 ∥

[ 𝒇𝑢𝑠𝑒𝑟 (𝒕 ′) − { 𝒇𝑢𝑠𝑒𝑟 (𝒕𝑏𝑖 ) + 𝑱 (𝒕 ′−𝒕𝑏𝑖 ) } ] ∥
2

(5)
(3) Finally, 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 is estimated according to the following

equation.

𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕𝑛𝑒𝑎𝑟𝑒𝑠𝑡 =

𝑁−1∑︁
𝑖=0

_𝑖 𝑱 𝒇𝑢𝑠𝑒𝑟 |𝒕𝑏𝑖 (6)
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(a) (d)(c)(b)

Figure 13: How 2D shape is generated from parameters. The
parameters of this shape are “number of spikes” : 12, “length of
spikes” : 0.3, “randomness” : 0.6, “random seed” : 5, “roundness
of the base of spikes” : 0.15, “roundness of the tip of spikes” :
1.0 .

A.3 Method for Generating Shape from
Semantic Parameters

The following shows how shapes are generated from six parameters
(referring to Wada et al. [45]): number of spikes (0 to 30), length of
spikes (0 to 0.5), randomness (0 to 1), random seed (0 to 10), roundness
of the base of spikes (0 to 1), and roundness of the tip of spikes (0 to
1).

(1) Place “𝑛𝑢𝑚𝑏𝑒𝑟 𝑜 𝑓 𝑠𝑝𝑖𝑘𝑒𝑠” × 2 vertices evenly on the circum-
ference of the circle (Fig. 13 (a)).

(2) Shift each vertex alternately outward and inward in the radial
direction according to “length of spikes” (Fig. 13 (b)).

(3) Shift each vertex randomly in both radial and angular direc-
tions according to “randomness” and “random seed” (Fig. 13
(c)). The position of the vertices are now determined.

(4) Connect all two adjacent vertices with a quadratic Bézier
curve (Fig. 13 (d)). Since two of the four Bézier curve op-
eration points are end points of the curve, they are set at
both vertices, and the remaining two points are determined
according to “roundness of the base of spikes” and “roundness
of the tip of spikes”.

A.4 Implementation Efforts to Run
TimToShape in Real-Time on Browser

The followings are our implementation efforts to use TimToShape
in real-time on browser.

• Calculation 1 in Section 4.2 is performed in a thread separate
from the main thread using the “audio-worklet” function-
ality recently implemented in the browser. However, the
calculation cost is high if the log-mel-spectrogram for 66,560
sample points is calculated simultaneously. The log-mel-
spectrogram can be computed faster with 𝑛_𝑓 𝑓 𝑡 = 2, 048
and ℎ𝑜𝑝_𝑙𝑒𝑛𝑔𝑡ℎ = 1, 024 (see Section 3.2) by computing as
follows.
– Always keep the last 2,048 sample points as a buffer, and
apply the mel-filter bank to the buffer and calculate the
logarithm of it (call the result of it a “log-mel-vector” for
convenience) every time 1,024 samples are updated. Then,
the 64 consecutive log-mel-vectors will be the input of
one frame for VAE.

In this way, the VAE input can be updated every 1,024 sample
points (23ms).

• The VAE calculation (Calculation 2 in Section 4.2) was imple-
mented using “TensorFlow.js”5, an open-source framework.
The VAE model implemented by Keras was converted into a
form usable for TensorFlow.js. By using this JavaScript frame-
work, we implemented asynchronous inference by VAE To
avoid bottlenecks in inference time.

5https://www.tensorflow.org/js
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